








UNCONSCIOUS BIAS

to see how others may be biased,2" especially after one is informed of
cognitive and perceptual biases.293 (Imagine a lawsuit against you: would
you want the plaintiff's friend or someone who receives money from the
plaintiff deciding whether the case should proceed?)294 It is much harder
to recognize one's own biases.295

The simple fact is "most of us believe that we are capable and im-
partial decision-makers."296 In numerous areas of human endeavor more
people claim to be above average than is statistically possible, or other-
wise overestimate their own abilities."9 Claims of ethicality (either of not
being affected by one's own interests, or being able to make a decision
on the merits regardless of them) are no different.298 Not only are we ca-

291. Pronin et al., supra note 142, at 785-88 (reviewing extensive evidence of people's views of
others as more likely to be biased than themselves).

292. See, e.g., Diekmann, supra note 74, at 1073 (finding that participants believed that other par-
ticipants would show greater ingroup bias than they would); Joachim I. Krueger, Enhancement Bias in
Descriptions of Self and Others, 24 PERSONALITY & SOC. PSYCHOL. BULL. 505, 513-15 (1998); Dale T.
Miller & Rebecca K. Ratner, The Disparity Between the Actual and Assumed Power of Self-Interest, 74
J. PERSONALITY & SOC. PSYCHOL. 53, 60 (1998) (finding that subjects both deny the impact of self-
interest on their own decision making and overestimate the impact of self-interest on others).

293. See Linda Babcock et al., supra note 234, at 1337 (finding that even when informed of cogni-
tive and perceptual biases, most people believe that others have such biases but that they do not);
James Friedrich, On Seeing Oneself as Less Self-Serving than Others: The Ultimate Self-Serving Bias?,
23 TEACHING OF PSYCHOL. 107, 108-09 (1996) (finding that subjects believe themselves less suscepti-
ble to bias than others, even after learning of the better-than-average bias); Pronin et al., supra note
14, at 369 (finding that subjects overwhelmingly believed that they were much less likely to have cogni-
tive and motivational biases than the average person, even after researchers described the bias
whereby people see themselves as better than average).

294. Fortunately, it appears as though the special litigation context is "the 'only instance in
American Jurisprudence where a defendant can free itself from a suit by merely appointing a commit-
tee to review the allegations of the complaint."' Einhorn v. Culea, 612 N.W.2d 78, 91 (Wis. 2000)
(quoting Lewis v. Fuqua, 502 A.2d 962, 967 (Del. Ch. 1985)).

295. Trope & Liberman, supra note 227, at 264 ("It is difficult to tell whether people -including

ourselves-are objective.").
296. See Bond et al., supra note 154, at 240; see also Chugh et al., supra note 8, at 84 (noting that

"individuals who are paid to make sound decisions are unlikely to doubt their own competence in do-
ing so").

297. See Justin Kruger, Lake Wobegon Be Gone! The "Below-Average Effect" and the Egocentric
Nature of Comparative Ability Judgments, 77 J. PERSONALITY & SOC. PSYCHOL. 221, 221 (1999) (con-
cluding that "most of us appear to believe that we are more athletic, intelligent, organized, ethical,
logical, interesting, fair-minded, and healthy-not to mention more attractive-than the average per-
son"); Justin Kruger & David Dunning, Unskilled and Unaware of It: How Difficulties in Recognizing
One's Own Incompetence Lead to Inflated Self-Assessments, 77 J. PERSONALITY & SOC. PSYCHOL.
1121, 1121 (1999) (reporting on many studies showing that people overestimate their abilities); see also
Nicholas Epley & David Dunning, Feeling "Holier than Thou": Are Self-Serving Assessments Produced
by Errors in Self- or Social Prediction?, 79 J. PERSONALITY & SOC. PSYCHOL. 861, 861 (2000) (more
virtuous); Michael McCall & Katherine Nattrass, Carding for the Purchase of Alcohol: I'm Tougher
than the Other Clerks Are!, 31 J. APPLIED SOC. PSYCHOL. 2184, 2184 (2001) (more principled); Don A.
Moore et al., Positive Illusions and Forecasting Errors in Mutual Fund Investment Decisions, 79 ORG.
BEHAV. & HUM. DECISION PROCESSES 95, 110-12 (1999) (investing); Janet Polivy & C. Peter Herman,
If at First You Don't Succeed: False Hopes of Self Change, 57 AM. PSYCHOLOGIST 677, 677 (2002)
(overestimates of one's own performance).

298. See W.B.G. Liebrand et al., Why We Are Fairer than Others: A Cross-Cultural Replication
and Extension, 22 J. EXPERIMENTAL SOC. PSYCHOL. 590, 591 (1986); David M. Messick et al., Why We
Are Fairer than Others, 21 J. EXPERIMENTAL SOC. PSYCHOL. 480,481 (1985).

No. 11



UNIVERSITY OF ILLINOIS LAW REVIEW

pable and impartial, we are more capable and impartial than others.299

Similarly, we also believe ourselves to be less biased by irrelevant or in-
appropriate information than our peers.3

00

Dolly Chugh and colleagues develop this idea:
Ethical decisions are biased by a stubborn view of oneself as moral,
competent, and deserving, and thus, not susceptible to conflicts of
interest. To the self, a view of morality ensures that the decision
maker resists temptations for unfair gain [and] a view of compe-
tence ensures that the decision maker qualifies for the role at
hand ....

2. Naive Realism

Reasonable people accept that their decisions are suspect if they
were based on biased information searches or biased evaluation of the
evidence. Typically, however, people are confident in their own deci-
sions.3 °2 People are "na've realists" who tend not to "fully appreciate the
subjective status of their own construals."3 3 The naive realism illusion
results from "the individual's conviction that he or she perceives reality
objectively and that reality will be similarly perceived by those who share
that objectivity."3" We are the objective reasonable person, "privy to an
invariant, knowable, objective reality," and others would see this too, if
only they were not self-interested or otherwise biased. When others
have a different point of view, such as whether a derivative suit should go

299. Moore & Loewenstein, supra note 98, at 195-96 (explaining that people like to believe not
only that they are better than they actually are but also better than others); Pronin & Kugler, supra
note 136, at 576 (showing that participants were "overly prone to deny their own bias").

300. Timothy D. Wilson & Nancy Brekke, Mental Contamination and Mental Correction: Un-
wanted Influences on Judgments and Evaluations, 116 PSYCHOL. BULL. 117,125 (1994).

301. Chugh et al., supra note 8, at 84.
302. See, e.g., Holyoak & Simon, supra note 223, at 21 (reporting that participants showed a great

deal of confidence in their verdict for a simulated case despite the ambiguity of the case); Russo et al.,
supra note 248, at 903 (finding that decision makers were equally confident in their choices regardless
of whether they chose the inferior or superior option).

303. Robert J. Robinson et al., Actual Versus Assumed Differences in Construal: "Naive Realism"
in Intergroup Perception and Conflict, 68 J. PERSONALITY & SOC. PSYCHOL. 404, 404 (1995) (finding
that both pro-choice and pro-life subjects believed that the other side's beliefs and assumptions were
shaped more by political ideology and less by objective or rational concerns than their own views and
assumptions). Naive realism also implies that people fail to allow for the subjective construal of others
when judging a person's behavior as well. Id. (referring to the "blindness to intersubjective differences
in construal").

304. Id. at 413.
305. Id. at 405; see also Justin Kruger & Thomas Gilovich, "Naive Cynicism" in Everyday Theo-

ries of Responsibility Assessment: On Biased Assumptions of Bias, 76 J. PERSONALITY & SOC.
PSYCHOL. 743, 743-44 (1999). We also think we have better interpersonal knowledge about others
than they have about us. See Emily Pronin et al., You Don't Know Me, but I Know You: The Illusion
of Asymmetric Insight, 81 J. PERSONALITY & SOC. PSYCHOL. 639, 650-52 (2001). We may even think
that we not only know ourselves better than others do, but better than our peers know themselves. Id.
at 645.
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forward, it is those others who are not only mistaken, but often biased as
well.3°6

3. Introspection

Not surprisingly, people generally believe that their decisions result
from conscious thought, or alternatively, that simply thinking about why
one made a decision will uncover the reasons. 7 After all, we have ex-
tensive, privileged access to our own conscious thoughts, emotions, and
motives. We also tend to weigh our own introspective evaluations more
highly in evaluating bias than the introspections of others.3 °s Research-
ers, however, have demonstrated this privileged access can lead our
judgments astray in many situations," including whether our judgments
were biased.310

In fact, people do not necessarily know why they have reached a
particular decision.311 As described above, decisions can result from un-
conscious mental processes. Not only are people unaware of these proc-
esses, but our conscious access to them is very limited.312 The mind can
be thought of as a wizard, producing appearances that do not necessarily
reflect underlying reality.t 3 "[Though the mind] leads us to think that it

306. See, e.g., Geoffrey L. Cohen, Party over Policy. The Dominating Impact of Group Influence
on Political Beliefs, 85 J. PERSONALITY & SOC. PSYCHOL. 808 (2003); Cynthia M. Frantz, I Am Being
Fair: The Bias Blind Spot as a Stumbling Block to Seeing Both Sides, 28 BASIC & APPLIED SOC.
PSYCHOL. 157 (2006); Pronin et al., supra note 305, at 640 (arguing that we perceive bias in others
partly because of naive realism); Glenn D. Reeder et al., On Attributing Negative Motives to Others
Who Disagree with Our Opinions, 31 PERSONALITY & SOC. PSYCHOL. BULL. 1498 (2005).

307. For a general discussion of this point, see Antony Page, Batson's Blind-Spot: Unconscious
Stereotyping and the Peremptory Challenge, 85 B.U. L. REV. 155, 229-35 (2005).

308. Pronin & Kugler, supra note 136, at 575-76.
309. Daniel T. Gilbert et al., The Peculiar Longevity of Things Not So Bad, 15 PSYCHOL. SC. 14,

16-18 (2004) (emotions); Justin Kruger & Thomas Gilovich, Actions, Intentions, and Self Assessment:
The Road to Self-Enhancement Is Paved with Good Intentions, 30 PERSONALITY & SOC. PSYCHOL.
BULL. 328, 334 (2004) (future behavior); Emily Pronin et al., Everyday Magical Powers: The Role of
Apparent Causation in the Overestimation of Personal Influence, 91 J. PERSONALITY & SOC. PSYCHOL.
218, 220 (2006) (causation); Daniel M. Wegner et al., Vicarious Agency: Experiencing Control over the
Movements of Others, 86 J. PERSONALITY & SOC. PSYCHOL. 838, 839-40 (2004) (causation); Timothy
D. Wilson & Elizabeth W. Dunn, Self-Knowledge: Its Limits, Value and Potential for Improvement, 55
ANN. REV. PSYCHOL. 493, 502-03 (2004) (attitudes); Timothy D. Wilson & Daniel T. Gilbert, Affective
Forecasting, 35 ADVANCES EXPERIMENTAL SOC. PSYCHOL. 345, 347-49 (2003) (emotions).

310. See Joyce Ehrlinger et al., Peering into the Bias Blind Spot: People's Assessments of Bias in
Themselves and Others, 31 PERSONALITY & SOC. PSYCHOL. BULL. 680, 681, 683, 689-90 (2005);
Kruger & Dunning, supra note 297, at 1121 (arguing that subjects overestimated their performance
relative to others because they lacked insight into their weaknesses); Pronin et al., supra note 142, at
794; Pronin & Kugler, supra note 136, at 572-73.

311. See, e.g., GAZZANIGA, supra note 152, at 161 ("We quickly lose insight into [our beliefs'] ori-
gins or their frequent strangeness and hold them to be meaningful, guiding presences in our lives.").

312. See Balcetis & Dunning, supra note 217, at 623 (finding that people fail to recognize certain
self-serving biases because they take place outside conscious awareness).

313. See DANIEL M. WEGNER, THE ILLUSION OF CONSCIOUS WILL 28 (2002).
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causes its own actions... it really doesn't know what causes its own ac-
tions." '314

Frequently (and inevitably), we are ignorant of the mental proc-
esses that led to a particular result."5 There is, however, ample evidence
that factors we either cannot or will not recognize affect the decisions we
reach.316 Decision making in conflict of interest situations may result not
from conscious reasoning but instead as a post hoc rationalization.317

More than thirty years ago, Paul Slovic and colleagues demonstrated in
an experimental setting that stockbrokers frequently failed to understand
how they reached their investment decisions.318

A more prosaic example dates back more than seventy years. Re-
searchers hung two ropes from a ceiling at greater than arms-width.3 9

The problem was to attach the two ropes together. Most participants did
not think of swinging a rope as a way to bring them close enough to-
gether until a researcher "accidentally" brushed against one of the ropes
thereby setting it in motion.32° Subjects, however, failed to recognize
what had cued them towards that solution. Rather, they invented other
explanations.321

Part of the difficulty is termed "source confusion": "the inability to
recognize the exact contribution of all of the influences on one's judg-
ments." '322 People make decisions based on numerous sources of infor-
mation but have difficulty determining what information led to their

314. ld.; see also BENEDiCTUS DE SPINOZA, ETHics 144 (G.H.R. Parkinson ed. & trans., 2000)
(1677) (claiming that "opinion... consists simply in the fact that they are conscious of their actions
and ignorant of the causes by which those actions are determined"). Spinoza's observation is reflected
in everyday notions of folk psychology. Thagard, supra note 92, at 379 (observing that "[f]olk psy-
chology [assumes] that people's actions derive from their conscious beliefs and actions"). Folk psy-
chology is defined as the "common-sense conceptual framework that we, as human beings, employ to
understand, predict, and explain the behavior of other humans and higher animals." Dictionary of
Philosophy of Mind, http://philosophy.uwaterloo.ca/MindDictfolkpsychology.html (last visited Nov.
14, 2008).

315. Tenbrunsel & Messick, supra note 288, at 225 (arguing that self-deception, "defined as being
unaware of the processes that lead us to form our opinions and judgments," results in unethical deci-
sion making).

316. See Bond et al., supra note 154, at 240 ("[A]n abundant body of research has shown that our
decisions are affected by a variety of factors that we are unable or unwilling to recognize."); Thagard,
supra note 92, at 374 ("People naturally have personal goals that may conflict with their professional
responsibilities, but lack a mental mechanism to detect such divergences .... Hence people usually
remain unaware that they are acting immorally as the result of a conflict of interest.").

317. Haidt, supra note 151, at 814 (suggesting that "moral reasoning does not cause moral judg-
ment; rather, moral reasoning is usually a post-hoc construction, generated after a judgment has been
reached").

318. Paul D. Slovic et al., Analyzing the Use of Information in Investment Decision Making: A
Methodological Proposal, 45 J. Bus. 283, 300 (1972).

319. Norman R.F. Maier, Reasoning in Humans: I. The Solution of a Problem and Its Appearance
in Consciousness, 12 J. COMP. PSYCHOL. 181,182 (1931).

320. Id. at 183.
321. Id. at 186.
322. Wilson & Brekke, supra note 300, at 129.
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overall judgment.323 One example of this is the halo effect, whereby a
decision maker's judgment of a person's performance is affected by his
liking of the person.324 Another example, recognized by the courts, in-
volves police lineups.325 Eye-witnesses must not be shown photographs
of suspects before a lineup in case they confuse seeing the photograph
with seeing the perpetrator.326

In short, directors acting in good faith will know that they intended
to be unbiased and did not feel any influences of bias; therefore, they
conclude there was no bias. Even though we think we are processing in-
formation objectively, frequently we are just unaware of how our infor-
mation processing actually is biased.327

4. Weak Control

Biases and biased information processing would matter much less if,
as people tend to think, we could control our biases. There is evidence,
however, that we cannot control them. People not only "underestimate
their own susceptibility to bias" but also "overestimate the extent to
which they can control their judgments. '32 8

Wilson and Brekke refer to a judgment where the decision maker is
influenced in an undesired way "because of mental processing that is un-
conscious or uncontrollable" as "mental contamination. 3 29 For example,
researchers have shown that information affects people's judgment, even
when they know the information should not be used or is inaccurate.330

323. Richard E. Nisbett & Timothy D. Wilson, Telling More than We Can Know: Verbal Reports
on Mental Processes, 84 PSYCHOL. REV. 231, 233 (1977); see also Timothy D. Wilson et al., Introspec-
tion, Attitude Change, and Attitude-Behavior Consistency: The Disruptive Effects of Explaining Why
We Feel the Way We Do, in 19 ADVANCES IN EXPERIMENTAL SOCIAL PSYCHOLOGY 123 (Leonard
Berkowitz ed., 1986).

324. Richard E. Nisbett & Timothy DeCamp Wilson, The Halo Effect: Evidence for Unconscious
Alteration of Judgments, 35 J. PERSONALITY & SOC. PSYCHOL. 250,250 (1977).

325. See, e.g., Simmons v. United States, 390 U.S. 377, 382-83 (1968).
326. See Gary L. Wells et al., Eyewitness Identification Procedures: Recommendations for Lineups

and Photospreads, 22 LAW & HUM. BEHAV. 603, 610, 612 (1998).
327. Ap Dijksterhuis & Loran F. Nordgren, A Theory of Unconscious Thought, 1 PERSP. ON

PSYCHOL. SCI. 95, 98 (2006) ("It may feel as if one is processing information with the goal of making a
decision when what one really-unknowingly-is doing is processing information with the goal of con-
firming an expectancy.").

328. Wilson & Brekke, supra note 300, at 126.
329. Id. at 119.
330. Colin Camerer et al., The Curse of Knowledge in Economic Settings: An Experimental Analy-

sis, 97 J. POL. ECON. 1232, 1232 (1989); Lee Ross et al., Perseverance in Self-Perception and Social Per-
ception: Biased Attributional Processes in the Debriefing Paradigm, 32 J. PERSONALITY & SOC.
PSYCHOL. 880, 880, 891 (1975) (finding that subjects continued to use information even when told ex-
pressly that the information was inaccurate); Daniel M. Wegner et al., The Transparency of Denial:
Briefing in the Debriefing Paradigm, 49 J. PERSONALITY & SOC. PSYCHOL. 338, 344 (1985) (same);
Robert S. Wyer, Jr. & Thomas Lee Budesheim, Person Memory and Judgments: The Impact of Infor-
mation that One Is Told to Disregard, 53 J. PERSONALITY & SOC. PSYCHOL. 14, 14, 28 (1987) (same);
Robert S. Wyer, Jr. & William H. Unverzagt, Effects of Instructions to Disregard Information on Its
Subsequent Recall and Use in Making Judgments, 48 J. PERSONALITY & SOC. PSYCHOL. 533, 533 (1985)
(same). See generally Wilson & Brekke, supra note 300.
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"Anchoring" is a well known illustration of this predecision bias.
People will often "make estimates by starting from an initial value that is
adjusted to yield the final answer."33  We are drawn toward numbers
previously listed, even when we consciously know these numbers are ir-
relevant or absurd, and then our adjustments are frequently inadequate.
For example, students provided higher estimates of textbook prices if
they were first asked whether the average textbook price exceeded
$7,128.53,332 and participants estimated a higher average annual tempera-
ture in San Francisco if they were first asked whether the temperature
exceeded 558 degrees.333

In another study, although subjects reported they would not want
gender to influence their hiring decision, they also overwhelmingly indi-
cated that they would want to know the gender of an applicant.334 Not-
withstanding subjects' intentions, knowing the gender of the applicant
then biased the decision making.335

Another experiment showed that subjects asked to choose informa-
tion categorized as either uncertain, true, or false, deliberately chose in-
formation from each category, presumably acting under the assumption
that they would be able to keep the different types of information clear
in their minds.336 People, however, could not always retain these clear
distinctions.337 Overall, Wilson and Brekke are "rather pessimistic" that
mental contamination can be avoided or corrected.338

E. Limitations

Notwithstanding the vast body of research on unconscious proc-
esses, only some of which is analyzed above, it is worth re-emphasizing a
limitation. Most importantly, we do not have the unfettered ability to ar-
rive at our desired conclusions. People are not "at liberty to conclude

331. Amos Tversky & Daniel Kahneman, Judgment Under Uncertainty: Heuristics and Biases, 185
Sci. 1124,1128 (1974).

332. Chris Guthrie et al., Inside the Judicial Mind, 86 CORNELL L. REV. 777, 788-89 (2001) (citing
an unpublished study described in SCorr PLOus, THE PSYCHOLOGY OF JUDGMENT AND DECISION
MAKING 146 (1993)).

333. Id.
334. Wilson & Brekke, supra note 300, at 125-26.
335. Id. In the judicial context, the rules of evidence provide that juries may not hear certain

kinds of information in part so that they will not be prejudiced unfairly.
336. Id. at 128 (citing Daniel M. Wegner et al., From Here to Uncertainty: Selective Exposure to

Misleading Information, Paper Presented at the 100th Annual Convention of the American Psycho-
logical Association (Aug. 1992)).

337. See Norbert Schwarz et al., Metacognitive Experiences and the Intricacies of Setting People
Straight: Implications for Debiasing and Public Information Campaigns, 39 ADVANCES IN
EXPERIMENTAL SOC. PSYCHOL. 127. 147-52 (2007) (describing studies showing that familiar state-
ments are more likely to be believed, even when the familiar statements are incorrect).

338. Wilson & Brekke, supra note 300, at 120. Wilson & Brekke list a series of steps that must
occur in order to correct an unwanted bias. The decision maker must be aware of the unwanted men-
tal processing and able to adjust the response. Id. at 119. "People are unaware of many of their cogni-
tive processes, mental contamination often has no observable 'symptoms,' and people have limited
control over their cognitive processes." Id. at 122.
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whatever they want to conclude merely because they want to." '339 Rather,
our decisions must be supportable at some level.3" If no reasonable per-
son could reach our desired conclusion, it is much less likely that we will
be able to reach it. We can, in fact, only be "unreasonable within rea-
son. ,, 41

Thus, if a decision is truly clear-cut, a board appears likely to do the
right thing, regardless of preferences otherwise. Most decisions, how-
ever, especially those that are more complex, will be more ambiguous.342

Directors with a preferred conclusion, whether or not they are con-
sciously aware of it, are likely to be able to find at least some support for
their conclusion.

V. POSSIBLE SOLUTIONS

If it is true that "parties with an interest in viewing data in a certain
light are not capable of independent and objective judgment, 3 43 the
question remains, how should this be solved? One might argue that an
involved collegial board is better than the alternatives and thus nothing
should be done.3 " Or similarly, that the American model of corporate
governance has yielded unprecedented prosperity and thus should not be
changed.3 45 After all, it is only in a relatively few areas that significant di-
rector shareholder conflicts of interest are likely. But just because some-
thing is good does not mean that it cannot be made better. It does, how-
ever, suggest that caution is appropriate.

If a problem is a lack of conscious awareness, as examples including
doctors, lawyers, investment bankers, and accounting firms suggest,346 the

339. Kunda, supra note 171, at 482-83.
340. Id. at 483 ("The biasing role of goals is thus constrained by one's ability to construct a justifi-

cation for the desired conclusion: People will come to believe what they want to believe only to the
extent that reason permits. Often they will be forced to acknowledge and accept undesirable conclu-
sions, as they appear to when confronted with strong arguments for undesired or counterattitudinal
positions.") (citation omitted).

341. Ronald Chen & Jan Hanson, Categorically Biased: The Influence of Knowledge Structures on
Law and Legal Theory, 77 S. CAL. L. REV. 1103, 1203 (2004).

342. See, e.g., Hollinger Int'l, Inc. v. Black, 844 A.2d 1022, 1022 (Del. Ch. 2004) ("[T]he most in-
teresting corporate law cases involve the color gray, with contending parties dueling over close ques-
tions of law, in circumstances when it is possible for each of the contestants to claim she was acting in
good faith.").

343. Max H. Bazerman & Deepak Malhotra, Economics Wins, Psychology Loses, and Society
Pays, in SOCIAL PSYCHOLOGY AND ECONOMICS 263,267 (David De Cremer et al. eds., 2006) (empha-
sis added) (citing to Moore et al., supra note 174).

344. See supra notes 65-70 and accompanying text.
345. See, e.g., Martin Lipton & Paul K. Rowe, The Inconvenient Truth About Corporate Govern-

ance: Some Thoughts on Vice-Chancellor Strine's Essay, 33 J. CORP. L. 63, 63 (2007) (arguing that the
"director-centric governance system has created the most successful economy the world has ever
seen").

346. See sources cited supra note 174; see also MAX H. BAZERMAN & MICHAEL D. WATKINS,
PREDICTABLE SURPRISES: THE DISASTERS YOU SHOULD HAVE SEEN COMING AND HOW TO

PREVENT THEM (2004) (arguing that recent financial scandals were caused in significant part by audi-
tors' lack of independence).
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solution cannot be based on conscious cost-benefit analysis. Thus, the
problem, contrary to the view of the Delaware courts,347 cannot be solved
based on the reputation impact, the threat of civil or criminal prosecu-
tion, or any other measure intended to alter the decision maker's per-
ceived cost-benefit function. Quite simply, "[p]enalties for unethical be-
havior are not enough if people do not know they are acting
unethically.""34 Rather, if bias affects a decision, even when it is not de-
sired by the decision maker, solutions must address "the psychological
aspects of the conflict. 349

Broadly speaking, there are several different approaches. In the
next Sections, the Article briefly highlights potential solutions35 ° that
could be implemented based on changes in the law, changes in the deci-
sion maker, or more modestly, changes in decision-making procedures.'

A. Increased Judicial Scrutiny

There are several potential legal responses to the problem of the
nonindependent director. Perhaps the most obvious of these is a more
searching scrutiny of independence.

A well-respected judge, Vice Chancellor Leo Strine of the Dela-
ware Chancery Court, addressed the independence of the two directors
serving on an SLC for Oracle Corporation.352 In re Oracle involved de-
rivative suits alleging insider trading by several of Oracle's executives
and a breach of the remaining directors' duty of care.353

The board chose for the SLC two recently recruited directors, pro-
fessors at Stanford University, who had not been members of the board
during the period at issue.354 Neither professor had been specially com-
pensated by Oracle, nor did either professor, in their personal view or
the view of the board, possess any "material ties" with Oracle or any of
the defendants.355 The two professors hired independent advisors, con-

347. See supra note 57.
348. Bazerman & Malhotra, supra note 343, at 268 (arguing that an auditor can be truly inde-

pendent only if he has no motivation at all to please the client).
349. Id.; see also Tenbrunsel & Messick, supra note 288, at 223 (arguing that the most promising

explanation of and remedy for questionable corporate practices are "the psychological processes be-
hind unethical decision making").

350. A subsequent article will explore in-depth how boards of directors in some situations could
and should alter their decision-making and deliberation processes to better ensure unbiased decisions
and to more clearly satisfy the duty of loyalty.

351. There are numerous proposals for corporate governance reform. See generally Ira M. Mill-
stein & Paul W. MacAvoy, Proposals for Reform of Corporate Governance, in THE RECURRENT
CRISIS IN CORPORATE GOVERNANCE 95, 119 (2003). The following merely addresses those most rele-
vant to the problem of unconscious bias discussed here.

352. In re Oracle Corp. Derivative Litig., 824 A.2d 917,920 (Del. Ch. 2003).
353. Id. at 922-23.
354. Id. at 923-24.
355. Id. at 929.
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ducted an extensive investigation, produced a 1,110-page report, and
concluded there had been no wrongdoing."6

Plaintiffs challenged the SLC's independence on the grounds that
several of the defendants had ties to Stanford University.35 7 Notwith-
standing these ties, the court acknowledged that neither professor was
financially compromised or was at risk of any job action.358 Further, the
court accepted that there was nothing in the record to suggest that either
SLC member "acted out of any conscious desire ... to do anything other
than discharge their duties with fidelity" or was "dominated and con-
trolled by any of the [other defendants], by Oracle, or even by Stan-
ford. 

359

Nonetheless, Vice Chancellor Strine found that the SLC directors
were not independent, due to "what academics might call the 'thickness'
of the social and institutional connections among" the SLC members and
the other parties.3' The judge believed that "an emphasis on 'domina-
tion and control' would ... denud[e] the independence inquiry of its in-
tellectual integrity." '361 Instead, the judge chose to apply his own stan-
dard: "'At bottom, the question of independence turns on whether a
director is, for any substantial reason, incapable of making a decision
with only the best interests of the corporation in mind.' 362 Even though
the SLC members were neither dominated nor controlled, there was "too
much vivid Stanford Cardinal red," or potential collegiality and loyalty,
creating too great a risk of bias.363

In re Oracle broke new ground, in that previously any director with
the sorts of ties that the Oracle SLC members had would have been
found independent. Professional affiliations and (extremely) indirect fi-
nancial ties had never before been sufficient to find a director not inde-
pendent.3" Specifically, Strine went beyond the traditional standard that
director independence equals financial disinterest, and instead put some
teeth into the touchstone phrase "extraneous considerations or influ-
ences."365 Put somewhat differently, Strine recognized that people may
be improperly moved by more than just money and close family ties and
may be unable to control or counteract those influences.366

356. Id. at 926-27.
357. One or more of the defendants had made donations to Stanford, held Stanford degrees, or

was a professor at Stanford. In addition, two directors and one of the SLC directors were involved
with the Stanford Institute for Economic Policy Research. Id. at 930-36.

358. Id. at 930.
359. Id. at 937, 947 (emphasis added).
360. Id. at 936.
361. Id. at 937.
362. Id. at 938 (quoting Parfi Holding AB v. Mirror Image Internet, 794 A.2d 1211, 1232 (Del. Ch.

2001)).
363. Id. at 947.
364. Strine conceded that the result was "in tension with the specific outcomes of certain other

decisions." Id. at 939 n.55.
365. See supra notes 37-51 and accompanying text.
366. Oracle, 824 A.2d at 939 n.55.
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This more stringent approach to independence had been foreshad-
owed by a report on Enron prepared by a United States Senate subcom-
mittee."' This report had concluded that a lack of board independence
was in fact one of the causes of the Enron bankruptcy, even though En-
ron had a majority of "independent" directors based on the traditional
definition. 68 The report noted in detail the indirect financial ties be-
tween Enron and a majority of the outside directors, which included
similar ties to those listed in In re Oracle.369 The report noted that "a
number of corporate governance experts ... identified these [and other]
financial ties as contributing to the Enron board's lack of independence
and reluctance to challenge Enron management. "370

An alternative legal approach to a more stringent definition of an
independent director would be to impose a more searching standard of
review in those situations that are most vulnerable to conflicts of inter-
est.371 Unocal is just such an intermediate standard applied to a board's
defensive measures to reduce the likelihood of a takeover.372 The court
reasoned that in the takeover context there was "the omnipresent specter
that a board may be acting primarily in its own interests, rather than
those of the corporation and its shareholders," justifying a higher stan-
dard.373 Unocal's effectiveness is questionable, however, judging from
the Delaware Supreme Court's decisions. To date, in more than twenty
years, only one case, Omnicare, Inc. v. NCS Healthcare, Inc.,374 found a

367. See ENRON REPORT, supra note 115, at 54; see also Rachel A. Fink, Social Ties in the Board-
room: Changing the Definition of Director Independence to Eliminate "Rubber-Stamping" Boards, 79
S. CAL. L. REV. 455,491-94 (2006) (proposing firms be required to hire board-rating agencies to evalu-
ate the social ties among directors and that those whose ties are too strong should be ineligible to serve
as independent directors).

368. See ENRON REPORT, supra note 115, at 54.
369. Ties between Enron and its independent directors included generous donations to the

Anderson Cancer Center, for which two board members had served as president; to George Mason
University, the employer of another board member; and to the American Council for Capital Forma-
tion, a nonprofit corporation chaired by a fourth director. See id. at 55-56.

370. Id. at 56.
371. See James D. Cox, Searching for the Corporation's Voice in Derivative Suit Litigation: A Cri-

tique of Zapata and the ALI Project, 1982 DUKE L.J. 959, 1008 (arguing in favor of more active judicial
review); Claire A. Hill & Brett H. McDonnell, Disney, Good Faith, and Structural Bias, 32 J. CORP. L.
833, 834 (2007) (proposing an extension of the doctrine of good faith when the challenged decision
occurred "within an environment of structural bias"); Velasco, supra note 70, at 860-65 (arguing in
favor of an intermediate standard of review between the deferential business judgment rule and the
entire fairness standard for director decisions in areas where structural bias is most likely to have an
impact).

372. Unocal Corp. v. Mesa Petroleum Co., 493 A.2d 946, 954-55 (Del. 1985) (holding that to sus-
tain anti-takeover measures, "directors must show that they had reasonable grounds for believing that
a danger to corporate policy and effectiveness existed" and that the measures adopted were "reason-
able in relation to the threat posed"). Blasius applies an even higher standard analogous to strict scru-
tiny in situations where the directors have acted with the primary motive of interfering with the share-
holder franchise-a situation likely to pose a conflict of interest. See Blasius Indus., Inc. v. Atlas
Corp., 564 A.2d 651,661 (Del. Ch. 1988).

373. Unocal, 493 A.2d at 954.
374. 818 A.2d 914 (Del. 2003).
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violation of Unocal, and that case involved very unusual facts.375 In addi-
tion, Omnicare has faced unusually harsh criticism."'

Increasing judicial scrutiny, however, is not necessarily a panacea.377

It has costs. First, "it is easier to accuse someone of bias then [sic] to ac-
tually establish that a judgment is in fact biased." '378 In addition, "it is al-
ways possible that the bias lies in the accuser rather than (or in addition
to) the accused." '379 Judge Posner observed that judicial review of corpo-
rate decisions "makes directors overcautious, makes people reluctant to
serve as directors, drives up directors' fees and officers' and directors' li-
ability insurance rates, and leads boards of directors to adopt ponderous,
court-like procedures."'3 8'

B. Different Decision Makers

If serving on a board inherently creates the risk of a biased decision
maker, then changing the decision maker remains a possible solution.
The corporation's shareholders are an obvious candidate. Currently,
shareholders have the right to vote on matters like the election of direc-
tors and the appointment of auditors, but have little real power.381

Bebchuk and Fried argue in favor of allowing more shareholder partici-
pation in the election of directors and in executive compensation.382 For
example, the "say-on-pay" initiative, if enacted, would allow sharehold-
ers a mandatory, albeit nonbinding, vote on executive compensation.383

Thompson and Thomas suggest a variation on this alternative with their
proposal that 1 percent or greater shareholders should be permitted to
bring derivative litigation without first making demand on the board."8

375. Id. at 946 (Veasey, C.J., dissenting) (describing the case as "sui generis" and the facts as
"unique").

376. See, e.g., In re Toys "R" Us, Inc., 877 A.2d 975, 1016 n.68 (Del. Ch. 2005) (referring to Om-
nicare as "aberrational"); David Marcus, Man of Steele, D&O ADVISOR, Sept. 2004, at 16, 16 (quoting
Delaware Supreme Court Chief Justice Steele suggesting that Omnicare might have the "life expec-
tancy of a fruit fly").

377. See, e.g., Stephen M. Bainbridge, The Business Judgment Rule as Abstention Doctrine, 57
VAND. L. REV. 83, 107-09, 117-24 (2004) (describing problems with judicial review of directors' deci-
sions).

378. MacCoun, supra note 137, at 263.
379. Id. Naive realism, for example, discussed supra in Part IV.D.2, may "lead people to treat the

viewpoints held and expressed by those who disagree with them about important ... issues as evidence
of subjective bias on the part of those opponents, bias not only in proceeding from evidence to conclu-
sions but also in construing the evidence itself." Robinson, supra note 303, at 415.

380. Dynamics Corp. of Am. v. CTS Corp., 794 F.2d 250,256 (7th Cir. 1986).
381. See generally Lucian A. Bebchuk, The Myth of the Shareholder Franchise, 93 VA. L. REV.

675. 732 (2007) (arguing that "[t]he shareholder franchise is largely a myth"). Target shareholders also
have the right to vote on mergers, but only after the board has endorsed the transaction. See, e.g.,
MODEL Bus. CORP. ACT § 11.04(6) (2008); DEL. CODE ANN. tit. 8, § 251(c) (2001).

382. See BEBCHUK & FRIED, supra note 107, at 210.
383. See Shareholder Vote on Executive Compensation Act, H.R. 1257, 110th Cong. (2007).
384. Thompson & Thomas, supra note 147, at 1790.
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Another potential solution would be to appoint an independent
specialist or specialists to make decisions in specified areas.385 An obvi-
ous issue is that the specialist will not have the same level of company-
specific information and expertise as the company's board, thus this solu-
tion appears inappropriate in contexts such as mergers and acquisi-
tions.386 It may, however, be possible to reduce this concern by ensuring
that the specialist has independent sources of information.387 The risk
that an independent expert might be co-opted also exists. Arguably
compensation consultants are an example of experts who have been co-
opted, given that they invariably recommend substantial pay packages
and provide cover for a board to approve them.3"

Some academics have supported this notion of an independent spe-
cialist for derivative suit litigation. An expert may well be capable of
judging the costs and benefits of the litigation. Seligman persuasively ar-
gues that a "disinterested person" should evaluate whether a lawsuit
should proceed.389 The advantages of this procedure may include "reduc-
tion of litigation costs, increased procedural fairness, and greater protec-
tion of shareholders.

390

C. Different Processes

Even absent a change in laws or decision makers, boards could still
improve their decision-making processes.391 Such changes would have
the added effect of improving the likelihood of a board's decision surviv-

385. Lynne Dallas has suggested creating a second board composed solely of independent direc-
tors that would perform conflicts monitoring. See Lynne L. Dallas, Proposals for Reform of Corporate
Boards of Directors: The Dual Board and Board Ombudsperson, 54 WASH. & LEE L. REV. 91, 114
(2007); see also Millstein & MacAvoy, supra note 351, at 118 (arguing that an independent director
rather than the company's CEO should serve as chair of the board in order to develop independent
board leadership).

386. On the other hand, in some situations, an independent specialist might work well. For ex-
ample, in an internal investigation typically a board uses in-house counsel or hires an outside law firm.
As long as the company is not a client of the law firm that it hires, the risk of bias is reduced. There is,
of course, a high risk of a biased investigation if the company is a significant client. See, e.g., In re En-
ron Corp. Sec., Derivative & ERISA Litig., 235 F. Supp. 2d 549, 668 n.103 (S.D. Tex. 2002). This ap-
proach is also reflected in the requirement that SLCs should hire their own legal and financial experts
rather than use the company's.

387. See Dallas, supra note 119, at 130-37 (proposing the establishment of an ombudsperson as a
source of information for independent decision makers); see also James D. Cox, Managing and Moni-
toring Conflicts of Interest: Empowering the Outside Directors with Independent Counsel, 48 VILL. L.
REV. 1077, 1082 (2003).

388. See Lucian Arye Bebchuk et al., Managerial Power and Rent Extraction in the Design of Ex-
ecutive Compensation, 69 U. CHI. L. REV. 751, 789-91 (2002) ("[M]anagers use compensation consult-
ants primarily to justify executive pay, rather than to optimize it.").

389. See Joel Seligman, The Disinterested Person: An Alternative Approach to Shareholder De-
rivative Litigation, 55 LAW & CONTEMP. PROBS. 357, 362-65 (1992).

390. Id. at 358.
391. See MacCoun, supra note 137, at 275 (listing several debiasing techniques but noting "that

none of these techniques provides 'silver bullet' solutions"); Thagard, supra note 92, at 378 (claiming
that in situations where conflicts of interest are unavoidable, several strategies "may combine to re-
duce the prevalence of immoral decisions deriving from conflicts of interest").
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ing attack under the business judgment rule or Unocal, because both de-
pend in part on the reasonableness of the investigation.3" Improvements
in process would also increase the perceived fairness of the results.393

First, boards and courts should recognize the potential impact and
presence of bias on the decision-making process.394 If people were aware
of decision-making research they might be less confident in their deci-
sions and might generate questions that could lead to better decisions.395

Admittedly, this approach in laboratory studies has had only limited suc-
cess,396 but it also has not been harmful.

Second, there are several decision-making strategies that may re-
duce the impact of unconscious bias. These approaches include dividing
the task into first an information search and then a decision section;3"
requiring decision makers to justify their information choices;3 98 appoint-
ing a director as "devil's advocate," thereby ensuring opposing argu-
ments are given at least somewhat more consideration;399 and deliber-

392. See, e.g., Unocal v. Mesa Petroleum Co., 493 A.2d 946, 955 (Del. 1985) (requiring that direc-
tors show "reasonable investigation"); Smith v. Van Gorkom, 488 A.2d 858, 872 (Del. 1985) (requiring
that directors inform themselves "of all material information reasonably available to them").

393. See Kees van den Bos et al., When Do We Need Procedural Fairness? The Role of Trust in
Authority, 75 J. PERSONALITY & Soc. PSYCHOL. 1449,1449 (1998) (noting that "perceived procedural
fairness positively affects how people react to the outcomes they receive from authorities" and is "one
of the most frequently replicated findings" in social psychology).

394. See Tenbrunsel & Messick, supra note 288, at 226 (noting that "we need to acknowledge the
pervasiveness of self-deception and its role in unethical decision making"). Jerome Frank captured
this notion for judicial bias: "The conscientious judge will, as far as possible, make himself aware of his
biases.., and, by that very self-knowledge, nullify their effect.... [T]he sunlight of awareness has an
antiseptic effect on prejudices." Adam J. Hirsch, Cognitive Jurisprudence, 76 S. CAL. L. REV. 1331,
1369 (2003) (quoting In re J.P. Linahan, Inc., 138 F.2d 650, 652-53 (2d Cir. 1943) (Frank, J.)). Frank
was also aware of the risks: "[O]ne of the subtlest tendencies which a conscientious judge must learn to
overcome is that of 'leaning over backwards' in favor of persons against whom his prejudices incline
him.... [S]ome men ... have been unjust in their efforts to exclude bias .... " Id.

395. See Pronin & Kugler, supra note 136, at 576 (demonstrating that explaining the shortcomings
of introspection reduced participants' confidence in their objectivity); Thagard, supra note 92, at 367-
79. One problem is that the kind of process evidence presented here is not the best kind to persuade
decision makers to change. See Bazerman & Malhotra, supra note 343, at 274-76. Frequently decision
makers have the view that "credible empirical evidence consists of outcome data, not of mechanism
data." Id. at 274.

396. See, e.g., Pronin et al., supra note 14, at 378 (reporting studies that suggest "that knowledge
of particular biases in human judgment and inference, and the ability to recognize the impact of those
biases on others, neither prevents one from succumbing nor makes one aware of having done so");
Wilson & Brekke, supra note 300, at 130-33 (reporting that studies involving forewarning decision
makers of potential biases have yielded mixed results).

397. Norbert L. Kerr & R. Scott Tindale, Group Performance and Decision Making, 55 ANN.
REV. PSYCHOL. 623, 638 (2004).

398. Jonas et al., supra note 199, at 569 (claiming that a decision maker's focus will have been
shifted at least somewhat from the decision to the information search).

399. Janis recommended the devil's advocate approach in his influential book. IRVING K. JANIS,
GROUPTHINK 267-68 (1982). It has also been recommended by several scholars in the corporate con-
text. See, e.g., COLIN B. CARTER & JAY W. LORSCH, BACK TO THE DRAWING BOARD: DESIGNING
CORPORATE BOARDS FOR A COMPLEX WORLD 175 (2004)- Marleen A. O'Connor, The Enron Board:
The Perils of Groupthink, 71 U. CIN. L. REV. 1233, 1304-06 (2003); cf. James A. Fanto, Whistleblowing
and the Public Director: Countering Corporate Inner Circles, 83 OR. L. REV. 435, 443 (2004) (propos-
ing directors with an "oppositional" attitude).
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ately framing a decision problem in multiple ways.4" People are less
likely to simply conduct confirmatory searches for information when
they are led to consider the contrary proposition before the search.4"1

This positive effect occurs even when the decision makers' mindset has
been affected without their conscious awareness.4 2

Third, a commonly suggested approach to conflicts of interest is dis-
closure.4 3 The Sarbanes-Oxley Act, Congress's response to Enron and
other corporate scandals, includes sections requiring enhanced disclo-
sure.4 °4 Other countries have also adopted this response. 5  The theory
maintains that if directors disclosed their potential conflicts (notably here
a candid discussion of the nature and strength of the ties that a director
has with others), investors could evaluate a company's corporate govern-
ance and make decisions accordingly.4" If their investments later prove
unprofitable because of the conflicts, at least investors cannot claim that
they were not warned.4 7

400. Daniel Kahneman & Amos Tversky, Choices, Values and Frames, 39 AM. PSYCHOLOGIST
341,343 (1984).

401. Adam D. Galinsky & Gordon B. Moskowitz, Counterfactuals as Behavioral Primes: Priming
the Simulation Heuristic and Consideration of Alternatives, 36 J. EXPERIMENTAL SOC. PSYCHOL. 384,
384 (2000); Charles G. Lord et al., Considering the Opposite: A Corrective Strategy for Social Judg-
ment, 47 J. PERSONALITY & SOC. PSYCHOL. 1231, 1234 (1984). The same appears to be true for
groups. Researchers found that subjects exposed as a group to counterfactual thoughts were more
likely to seek out disconfirming information. See Laura J. Kray & Adam D. Galinsky, The Debiasing
Effect of Counterfactual Mind-Sets: Increasing the Search for Disconfirmatory Information in Group
Decisions, 91 ORG. BEHAV. & HUM. DECISION PROCESSES 69, 70 (2003). Follow-up research found
that the positive effect of a counterfactual mindset on group decision making did not occur when only
individual members of the group had the counterfactual mind set; the mind set had to be at the indi-
vidual level. See Katie A. Liljenquist et al., Exploring the Rabbit Hole of Possibilities by Myself or with
My Group: The Benefits and Liabilities of Activating Counterfactual Mind-Sets for Information Sharing
and Group Coordination, 17 J. BEHAV. DECISION MAKING 263,263 (2004).

402. See Galinsky & Moskowitz, supra note 401, at 384.
403. See generally CONFLICT OF INTEREST IN THE PROFESSIONS (Michael Davis & Andrew Stark

eds., 2001). Interestingly, the SEC in 1978 proposed that proxy statements should specify whether
outside directors were "independent" or "affiliated." See Shareholder Communications, Shareholder
Participation in the Corporate Electoral Process and Corporate Governance Generally, Exchange Act
Release No. 34-14,970, 15 SEC Docket 291 (July 18, 1978).

404. Sarbanes-Oxley Act of 2002, §§ 406(a), 407(a), 15 U.S.C. §§ 7264(a), 7265(a) (Supp. V 2005)
(requiring a company to disclose whether it has a code of ethics and a financial expert on its audit
committee rather than requiring these actions).

405. For example, in the United Kingdom, the Combined Code on Corporate Governance pro-
vides that boards should comply with guidelines requiring that directors are "independent in character
and judgement" or explain why they do not comply. The board must also disclose whether the direc-
tor had any "relationships... which are likely to affect, or could appear to affect, the director's judge-
ment." COMBINED CODE ON CORPORATE GOVERNANCE § A.3.1 (2008) (U.K.), available at
http://www.frc.irg.uk/corporate/combinedcode.cfm.

406. See generally In re Lear Corp. S'holder Litig., 926 A.2d 94, 98 (Del. Ch. 2007) (holding that
"stockholders are entitled to know that the CEO harbored material economic motivations that dif-
fered from their own"); Paul M. Healey & Krishna G. Palepu, Information Asymmetry, Corporate Dis-
closure, and the Capital Market: A Review of the Empirical Disclosure Literature, 31 J. ACCr. & ECON.
405,407-10 (2001).

407. See Daylian M. Cain et al., The Dirt on Coming Clean: Perverse Effects of Disclosing Con-
flicts of Interest, 34 J. LEGAL STUD. 1, 2-4 (2005) (discussing the perceived advantages of disclosure for
resolving conflict of interest problems).
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Research, however, shows at least three difficulties with this ap-
proach. The first problem is that investors do not necessarily know what
to do with the information.4 8 Second, there is a concern about directors'
responses to disclosure of their potential conflicts, referred to as "moral
licensing.""4 9  Disclosure might reduce feelings of guilt about decision
making in one's own or a friend's interest, thereby ultimately making
such a decision more likely. Third, disclosure ultimately has no impact
on the underlying problem of business decisions made on grounds other
than the underlying merits. "[Tlhere is no reason to believe that the act
of disclosing such interests would influence the unconscious processes of
decision making that allow personal biases to distort reasoning away
from professional responsibilities. '"41'

Overall, given the different circumstances in which unconscious bi-
ases are likely to operate, the optimal approach is likely a modest blend
of the above decision-making responses. Even though these biases are
likely to be pervasive, overall the U.S. system of corporate governance
has worked fairly well. In addition, all of the possible solutions evaluated
here impose both costs and benefits, and ex ante it is impossible to know
which would predominate. The advantage of the listed procedural
changes is that their costs would be relatively low and their benefits in
improved decision making could occasionally be very high.

VI. CONCLUSION

Corporate governance over the last thirty years has increasingly re-
lied on the independent director.4" ' More than twenty-five years ago the
Delaware Supreme Court raised "the ... question ... whether inquiry as
to independence, good faith and reasonable investigation is sufficient
safeguard against abuse, perhaps subconscious abuse."4"' Now, hundreds
of psychological studies later, the answer is clear: at least with respect to
subconscious abuse, the inquiry is inadequate. Ideally, truly independent
directors would always make decisions based solely on the corporate
merits, without concern for their self-interests or emotional attachments.
In situations involving conflicts of interest, however, psychological re-

408. See Antony Page, Taking Stock of the First Amendment's Application to Securities Regula-
tion, 58 S.C. L. REV. 789, 817-18 (2007) (discussing investors' difficulties with companies' disclosures).

409. Cain et al., supra note 407, at 7 (moral-licensing). Monin and Miller have used a similar
term, "self-licensing," to describe the phenomenon that people are more likely to express possibly
prejudicial attitudes if they have previously established their credentials as nonprejudiced. See Benoit
Monin & Dale T. Miller, Moral Credentials and the Expression of Prejudice, 81 J. PERSONALITY &
Soc. PSYCHOL. 33, 41-42 (2001); see also Joseph Nocera, Disclosure Won't Tame C.E.O. Pay, N.Y.
TIMES, Jan. 14. 2006, at B1 (arguing that disclosure may in fact increase executive compensation).

410. Thagard, supra note 92, at 374.
411. See Jonathan H. Gabriel, Misdirected? Potential Issues with Reliance on Independent Direc-

tors for Prevention of Corporate Fraud, 38 SUFFOLK U. L. REV. 641, 646-47 (2005); Gordon, supra
note 1, at 1471 (reporting that the "fraction of independent directors for large public firms has shifted
from approximately 20% in the 1950s to approximately 75% by the mid-2000s").

412. Zapata Corp. v. Maldonado, 430 A.2d 779, 787 (Del. 1981).
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search demonstrates that this ideal is near impossible to achieve, even
when the decision maker is acting in good faith.

Whether or not we are aware of them, biases, in favor of oneself,
one's friends, and one's status, pervade many aspects of the decision-
making process. The impact on our decision making is virtually uncon-
trollable because it occurs outside of our conscious awareness. If the
goal is to make business decisions based solely on the merits and not on
extraneous considerations, we will frequently fall short. Fortunately,
most of a director's decisions do not involve conflicts between director
and shareholder interests. For the remainder-decisions involving com-
pensation, derivative suits, presuit demand, takeover offers, and internal
investigations-the issue is whether feasible responses might have
greater costs than benefits. The modest responses advocated here, in
particular with respect to improving decision-making processes, will
likely meet this standard.


